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Plataformas digitales e inteligencia artificial:
vectores de desinformacion, odio y adversarial
abuse online

El presente dossier se inscribe en un tiempo histdrico en el que la produccion y la circulacion de la
informacién se han vuelto no solo mediadas, sino radicalmente condicionadas por las légicas de las
plataformas digitales y por las dinamicas de la inteligencia artificial. La sociedad contemporanea vive
un proceso de intensificacién de la plataformizacién de la vida, en el cual las interacciones cotidianas,
los afectos, las practicas politicas e incluso la imaginacion colectiva se encuentran subordinadas
a las arquitecturas algoritmicas y a los modelos de negocio que sostienen el capitalismo digital.
Este escenario exige una mirada critica que no se limite a diagnosticar sintomas, sino que busque
comprender los nexos estructurales que hacen de la desinformacioén y del llamado adversarial abuse
online no meros desvios o accidentes, sino elementos constitutivos de un orden informacional en
crisis.

Arendt (2011), al reflexionar sobre la mentira politica, ya habia advertido que la novedad de la
modernidad tardia no reside en el hecho de que la politica siempre haya recurrido a la distorsién de
laverdad, sino en el uso sistematico y organizado de la mentira como estrategia estructural de poder.
La sustitucién de la verdad factual por narrativas fabricadas inaugura, en la perspectiva arendtiana,
un terreno en el que la confianza social se ve erosionada y la propia posibilidad de debate democratico
se pone en riesgo. El diagndstico de la filésofa del siglo XX resuena con intensidad en el presente,
en el que la logica de la posverdad se ha consolidado como practica difundida, legitimada no solo
por lideres politicos, sino también por el ecosistema informacional que privilegia el espectaculo, la
polarizacién y la viralizacion en detrimento de la veracidad.

El fendmeno se ha transformado en sistémico (Schneider, 2022) y ha permitido que las fake news y las
narrativas desinformacionales se articulen con un entorno cultural que relativiza la nocion de verdad
y privilegia narrativas emocionalmente movilizadoras. El fendmeno no es aislado, sino que esta
inscrito en ecosistemas mediaticos que se valen de las brechas de regulacién, de la velocidad de la
circulacion digital y de 1a 16gica de la atencién para moldear percepciones y manipular sociedades. En
este sentido, comprender la desinformacién exige no solo identificar contenidos falsos, sino analizar
el conjunto de estructuras e intereses que posibilitan su surgimiento, circulacién y recepcién.
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Se sabe que las plataformas operan en un régimen de extraccion continua de la experiencia humana,
transformada en datos que alimentan los mercados conductuales (Régo, 2025). La informacién, en
este contexto, deja de ser solamente un bien publico o un recurso comunicativo para convertirse en
materia prima de una economia que se retroalimenta de la vigilancia y de la prediccién conductual.
La consecuencia es que la propia subjetividad de los individuos es capturada y reconfigurada por
las dinamicas algoritmicas, convirtiéndolos simultaneamente en consumidores y productos de un
sistema que monetiza sus interacciones, sus creencias y sus emociones.

La dimension estructural de la vigilancia se transforma en una via interlocutora que posibilita
la creacion de ecosistemas complejos que privilegian contenidos virales y que, en gran medida,
terminan explotando la “miseriahumana”; aquila desinformacién y las practicas de adversarial abuse
online (DiResta, 2024) son privilegiadas. Se trata del uso estratégico e intencional de las plataformas
para manipular, engafiar o atacar a personas y grupos, explotando vulnerabilidades algoritmicas y
cognitivas. Lo adversarial, en este caso, remite tanto a las técnicas que aprovechan la opacidad de
los algoritmos como a las estrategias de polarizacion ideolédgica, creando divisiones profundas en el
cuerpo social. El resultado es la potenciacion de un entorno digital en el que la hostilidad se convierte
en regla, la cohesion social se debilita y la confianza en las instituciones se ve corroida.

La dimension ética de este problema es profundizada por Floridi (2014), quien al trabajar la nocién
de infosfera muestra como el entorno digital debe ser comprendido en su totalidad ontoldgicay ética.
La desinformacion, en este contexto, no puede reducirse a un error comunicativo o a un problema
técnico; se presenta como un desafio ético profundo que amenaza la integridad informacional
necesaria para la vida democratica y para la toma de decisiones fundamentadas.

Elproblema, sinembargo, es quelaaceleracion tecnoldgica, analizada por Rosa(2019), afiade otracapa
aeste escenario. La velocidad creciente de la produccién y circulacién de informaciones, intensificada
en los dltimos dos afios por la inteligencia artificial generativa, compromete la posibilidad de una
reflexion critica y favorece la adhesion inmediata a contenidos que apelan a las emociones. El tiempo
acelerado de las plataformas contrasta con el tiempo necesario para la deliberacién democratica,
profundizando la asimetria entre la 16gica mercadoldgica de la viralizaciéon y la 16gica politica de la
construccion de lo comun.

La revelacion del poder politico de los algoritmos (Bucher, 2018) refuerza la idea de que no se trata
solo de contenidos que circulan en las redes, sino de infraestructuras que guian de manera invisible
la experiencia de los usuarios. El poder algoritmico, en este sentido, no es tinicamente técnico, sino
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profundamente social y politico, capaz de redefinir los patrones de acceso a la informacién y, en
consecuencia, de moldear el horizonte de posibilidades de accién de los sujetos.

El desafio que se plantea, por lo tanto, es multiple. Por un lado, es necesario reconocer que la
desinformacion y el adversarial abuse online no son fenémenos marginales, sino estructurales.
Por otro, es imprescindible construir respuestas que no se limiten a estrategias de verificacién de
hechos o a la responsabilizacién individual de los usuarios, sino que impliquen una critica sistémica
a las logicas del capitalismo de plataforma y a la ausencia de una regulaciéon eficaz de las grandes
empresas tecnoldgicas. El Global Risks Report (2024, 2025), al listar la desinformacién combinada con
lainteligencia artificial entre los mayores riesgos globales para los proximos diez afios, refuerza que
se trata de un problema civilizatorio, que amenaza no solo la calidad del debate ptiblico, sino la propia
estabilidad de las democracias.

El dossier de la revista Ambitos. Revista Internacional de Comunicacién emerge en este contexto como
un espacio privilegiado que retine reflexiones que articulan perspectivas conceptuales, histdricas,
éticas y politicas sobre la desinformacion y casos de adversarial abuse online. Los articulos aqui
presentados no solo amplian el diagndstico, sino que sefialan caminos para comprender como los
vectores digitales se entrelazan con desigualdades histéricas y como pueden enfrentarse mediante
practicas regulatorias, éticas y sociales que preserven la integridad informacional.

Dicho esto, cabe sefialar que el dossier se inicia con el articulo IA y polarizacién emocional: andlisis de un
video viral como narrativa de desinformacion politica en Brasil, de Carlos Busoén, Jorge Chaves de Moraes
y Lucilene Machado Garcia Arf. El texto toma como objeto un episodio reciente de la comunicacién
politica brasilefia para discutir de qué manera la inteligencia artificial y la 14gica algoritmica de las
plataformas intensifican procesos de polarizacién emocional. Mas que analizar un caso particular,
los autores iluminan el contexto mas amplio de la disputa informacional en el pais, en el que simbolos
religiosos, narrativas moralizantes y encuadres binarios estructuran el debate publico y se articulan
con la dindmica de viralizacion caracteristica de las redes digitales.

Elarticulo sitia la experiencia brasilefia en didlogo con problematicas mas amplias de América Latina,
llamando la atencién sobre cémo la desinformacion, al activar afectos extremos y categorias de bien
y mal, debilita los espacios democraticos de deliberacién. Al abrir el dossier, coloca en primer plano
la necesidad de comprender la desinformacién no solo como distorsion factual, sino como narrativa
politica estratégica, atravesada por tecnologias emergentes y disputas simbdlicas que moldean
subjetividades. Se trata, asi, de una introduccion potente a los debates que siguen, que convoca al
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lector a reflexionar sobre los riesgos de la plataformizacion de la vida publica y sobre los desafios de
construir formas democraticas de resistencia.

El segundo articulo del dossier, Inconsciente colectivo y redes sociales: la ira en el mando, de Ana Tais
Martins y Francisco Santos, investiga la articulacién entre inteligencia artificial, inconsciente
colectivo y regimenes del imaginario. Partiendo de la perspectiva de Gilbert Durand, los autores
demuestran cémo las redes sociales funcionan como vehiculos privilegiados para la activacion de
arquetipos, entre los cuales la ira se destaca como fuerza movilizadora central. El analisis sugiere que,
al ser incorporadas por algoritmos de recomendacién y por logicas de participacion, esas emociones
arquetipicas se convierten en combustible para dinamicas de polarizacién y conflicto.

El texto sittia este fenémeno en un horizonte critico mas amplio, al mostrar que el crecimiento de
las redes sociales, intensificado por las tecnologias de inteligencia artificial, no puede disociarse de
estructuras simbdlicas profundas que atraviesan la cultura. En este sentido, la ira deja de ser solo
un dato psicolégico individual para presentarse como un operador colectivo que organiza guerras
culturales y captura la atencién, transformandose en un recurso politico y econdmico. El articulo
evidencia, asi, que las plataformas digitales no solo comunican, sino que corporifican imaginarios,
instaurando un escenario en el que la emocion se sobrepone a la razon y debilita las posibilidades de
dialogo democratico.

Alconcluirsureflexion, los autores sefialan que comprender la centralidad delairaen el entorno digital
es fundamental para pensar estrategias de enfrentamiento a los impasses actuales. Sus conclusiones
sugieren que el debate ptiblico necesita ser rescatado de una logica regida por el compromiso afectivo
y recolocado sobre bases que permitan el reconocimiento de la pluralidad y la reconstrucciéon de la
esfera publica. El articulo amplia el alcance del dossier al aportar una clave simbolicay cultural, sin la
cual los diagndsticos sobre desinformacién y polarizacion permanecerian incompletos.

El tercer articulo del dossier, Desinformacion climdtica en YouTube Brasil: entre la racionalidad cientifica
y el atractivo religioso, firmado por Ricardo Bolzan, Luana Cruz, Luisa Massarani, Ana Claudia Bessa
de Resende, Vanessa Fagundes y Thaiane Oliveira, se dedica a uno de los ejes mas urgentes del debate
contemporaneo: la circulacién de contenidos engafiosos sobre la crisis climatica. El texto parte del
reconocimiento de YouTube como espacio privilegiado de consumo de informacién cientifica en
Brasil y muestra como esta plataforma también alberga narrativas que tensionan la racionalidad
cientifica, contraponiéndola a discursos religiosos y moralizantes. Al focalizar el caso brasilefio, los
autores revelan la manera en que la desinformacion climatica se inserta en un ecosistema marcado
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por disputas entre diferentes regimenes de verdad y por una economia de la atencién que privilegia
contenidos polémicos y altamente atractivos.

Al mismo tiempo que denuncia el impacto de estas dindmicas sobre la comprension publica de
la ciencia, el articulo llama la atencién sobre el modo en que el atractivo religioso opera como un
dispositivoretorico capaz deresignificary debilitar consensos cientificos. En este sentido, se evidencia
que la desinformacion climatica no se limita a una cuestion de datos falsos o incompletos, sino que
esta vinculada a la disputa de valores, identidades y creencias que se amplifican en el entorno digital.
El texto contribuye, asi, a ampliar la comprensién del fendmeno en el contexto latinoamericano,
destacando que los desafios del enfrentamiento a la desinformacion climatica exigen no solo
estrategias comunicacionales eficaces, sino también una atencion critica a las interacciones entre
ciencia, religion y plataformas digitales.

El siguiente texto, Origin and format of disinformation against Brazilian indigenous peoples, de Allysson
Viana Martins, investiga como la desinformacion dirigida contra los pueblos indigenas circula en
los entornos digitales y de qué manera diferentes formatos mediaticos sostienen su propagacion.
A partir del analisis de verificaciones de la Agéncia Lupa entre 2018 y 2023, el autor muestra que la
circulacién de estas narrativas falsas encontrd en las plataformas sociales sus principales vectores,
con destaque para los textos compartidos en Facebook y para los videos difundidos por WhatsApp.
Este enfoque revela que la desinformacién contra poblaciones vulnerables no solo moviliza recursos
expresivos especificos, sino que también desafia la actuacion de las agencias de verificacién, que
necesitaron redirigir sus focos de atencion mas alla de las declaraciones de autoridades politicas.

Al situar el problema en la interseccién entre vulnerabilidad social y manipulacién informacional,
el articulo resalta los riesgos particulares que enfrentan las comunidades indigenas brasilefias ante
campafias de desinformacion que buscan deslegitimar sus luchas e identidades. Martins evidencia que
larespuesta a este escenario implicano solo laactuacion delas agencias de fact-checking, sino también
la formacion critica de los usuarios y la responsabilidad compartida con las plataformas digitales. La
contribucién del texto es, asi, doble: iluminar la especificidad de los ataques informacionales contra
los pueblos indigenas y llamar la atencién sobre la necesidad de estrategias mas amplias e inclusivas
de enfrentamiento a la desinformacion.

A continuacién, tenemos el texto Educacion medidtica y periodismo en la era de la Inteligencia
Artificial: una mirada sobre casos de desinformacion por medio de imdgenes y audios, de Rafael Sbeghen
Hoff y Cristiane de Lima Barbosa, que busca articular los campos de la educacion mediatica y del
periodismo ante los desafios impuestos por la desinformacién generada por inteligencia artificial.
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Los autores analizan dos casos paradigmaticos: la imagen manipulada del Papa con un abrigo puffer
y el audio falso atribuido al alcalde de Manaus, mostrando c6mo estos ejemplos evidencian tanto el
poder de persuasion de las tecnologias de sintesis como la urgencia de practicas criticas de lectura
e interpretacién. La discusion se sustenta en conceptos como ethos periodistico, alfabetizacién
mediaticay ética profesional, situando al periodismo como una instancia pedagégica capaz de ofrecer
al publico herramientas para decodificar los efectos de la manipulacién digital.

Lareflexion amplia el debate al sefialar que el enfrentamiento a la desinformacién no puede reducirse
a iniciativas de verificacion, sino que exige la integracion de esfuerzos educativos, periodisticos e
institucionales. Hoff y Barbosa sostienen que el periodismo, al asumir su dimensién educativa,
debe contribuir a la formacién de ciudadanos capaces de reconocer intereses, técnicas e impactos
de la desinformacién, ademas de reivindicar politicas publicas orientadas al fortalecimiento de la
alfabetizacion digital. El texto sugiere que el combate a los riesgos planteados por la inteligencia
artificial generativa pasa por practicas pedagogicas continuas, capaces de consolidar una ciudadania
informada y consciente de los limites y posibilidades de la era digital.

El texto de cierre del dossier, Utilizacion combinada de Inteligencia Artificial y BPMS: implementacion
actual y retos funcionales futuros en las empresas espariolas, firmado por Joan-Francesc Fondevila-
Gascon, Oscar Gutiérrez-Aragén, Enrique Ortiz-Rivas y Julia Alabart-Alguerd, ofrece una
contribucion singular al llevar el foco de la discusion al ambito empresarial. Los autores investigan
como se esta realizando la integracion entre Inteligencia Artificial y sistemas de gestién de procesos
(BPMS) en empresas espaifiolas, revelando no solo el grado actual de implementacion, sino también
los desafios funcionales que se presentan para el futuro. Esta propuesta dialoga con el conjunto
del dossier al evidenciar que la desinformacién y sus efectos no pueden comprenderse sin tener en
cuenta las dinamicas mas amplias de la automatizacion y de la transformacion digital que configuran
el mundo contemporaneo.

La investigacion articula metodologias cuantitativas y cualitativas para mapear la percepciéon de
directivos y empleados sobre los impactos de la automatizacion en la eficiencia organizacional y
en el reposicionamiento de funciones humanas frente a las tecnologias inteligentes. Los resultados
sefialan que, aunque la adopcién de la IA asociada al BPMS se concentra en areas criticas de las
empresas, la complejidad de implementacion y los costos atin representan obstaculos significativos.
En este sentido, el texto proyecta un futuro en el que el desafio no es solo técnico, sino también ético
y organizacional, involucrando decisiones sobre hasta qué punto los procesos pueden y deben ser
automatizados sin comprometer la centralidad de la actuacién humana.
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Elarticulo concluye el dossier recordando que el debate sobre la inteligencia artificial no se limita alos
campos del periodismo, la politica o la cultura digital, sino que implica igualmente la transformacion
profunda de la vida productiva y de la l6gica empresarial. Al aportar este desplazamiento de foco,
los autores contribuyen a ampliar la densidad analitica del conjunto, subrayando que los riesgos
y potencialidades de la IA solo pueden ser plenamente evaluados cuando se sitiian en la interfaz
entre tecnologia, trabajo y sociedad. Con ello, el dossier se cierra sefialando hacia un horizonte de
investigaciones que, mas que mapear efectos aislados de la desinformacion, busca comprender la
ecologia compleja en la que las tecnologias inteligentes estan inmersas.

iBuena lectura!
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